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1. INTRODUCTION

The focus of this report is threefold. The first focal point comprises the selection of ensembles of
GCM runs driven with different climate scenarios based oniatsjuality control. Secondly, the
identified ensembles of largecale scenarios simulated with global climate models at the world's
largest data centers are downscaled to the spatial scale needed for risk assessment in the target
regions South Tyrol arflast Tyrol/Carinthia using the analog method. This step ensures the physical
consistency of the ensembles of regional scale climate change projections associated with the con-
sidered SSP3.he third focus lies on the derivation of-salled Hazard Development Corridors
(HDCs). These corridors indicate potential trends in future vulnerability (threat levels) to which sus-
tainable conservation strategies and adaptation measures should be dligo&ure changes in haz-

ard potentials generally turn out differently for different damaging processes, categories, regions,
as well as pathways of humanity. The two time horizons considered are near futureZQ63§ as

well as far future (207-2100). Bised on the Hazard Development Corridors, the potential impact
per category can be estimated in terms of frequency changes of potentially damaging weather
events.

*

HDCs are calculated based on the Hazard Trigger Patterns found for two damage eventesategori
0Ft22Ra YR Ylaa Y20SYSydao Ay GKS Gg2 GFNBSG
and East Tyrat/ F NAY G KA OKSNBFFTFGSNI OFrtf SR a9¢y/ €0 F2
We derive HTPs via blending damage data with exact tenhpohspatial information with mete-
orological datasetd-or the detailed methodology, refer to Deliverable 2.1.

Figures 1 and 2 provide examples for deriveg hazard trigger patterns during summer months in the
target region East TyrglCarinthiafortheK T I NR OF 6§ S3I2NE aFf 22R¢ I YR
tively.



Hazard Trigger Patterns for flood ET_C JJA
b. 8-day pre-events sums
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Hazard Trigger Patterns for mass_movement ET_C JJA
Region: ET_C b. 8-day pre-events sums
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See Fig. 1 for a description of the figure layout and content

Results of D2.1 indicate that derived hazard trigger patterns tied to each single faagdry-
regionseasorcombination areunique and significant, even though there are still some similarities
across those combinations. Possible combinations of category, hazard and s¢etsdup to 16
distinct hazard trigger patterns. These are now used to investigate po&dntial changes in occur-
rence in terms of frequency until the end of the century with respect to different pathways of man-
kind.

GCmoATA

GCMDATA

GCM data were taken from the CMIP6 (Coupled Model Intercomparison Project 6)

and follow the categorization to SSPs (Shared Socioeconomic Pathways). The four main scenarios
of CMIP6 are SSHRICP2.6, SSIRCP4.5, SSRCB.70, SSRRCP8.5. In this study, the two scenarios
SSPRCP2.6 and SHRZRB.70are considered, representing a climdrgeendly and a carbon fossil
fuels intensive scenario respectively. The first digit represents the ®otinomic scenario (SSP1

for sustainability, SSP2 for the "middle of the road" path, SSP3 for regional riva&BBS for fossil
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development) and the last two numbers indicate the radiative forcing in W/m2. A comparison be-
tween SSP scenarios and the RCP (Representative Concentration Pathways) scenariG®inown
CMIP5 is shown in Figure 3 (Riahi et al., 20Ibguse of the aforementioned SSP scenarios (SSP1
2.6, SSB.70) covers a plausible range of potential developments.

To be able do downscale the data, various laggale fields are needed. In the employed analog
method we make use of the following variablgsopotential height at 500 hPag500), air temper-

ature at 500 hPa (ta500) and specific humidity at 500 hPa (hus500). Additionally, sea level air pres-
sure is needed to perform GCM evaluation analysis.

CO, total (61CO,)
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Source: Riahi et al, 2016

Fig. 3 Comparison between RCP and SSP scenariddferent parameters (Riahi et al., 2016)

OBSERVATIONBATA- SPARTACUS

2 SFGKSNI RIFGE FNB GF 1Sy FNRBY {t!we¢! /! {3 GKS a{
LdzZA ONR L ¢ 61 ASof | yigh qeahybdeilytemperatubedandl precihifdtiBogtaiskR S &
from 1961 onwards on a 1 km grid across Austria and South Tyrol. SPARTACUS has been generatec
in an international collaboration from irregularly distributed weather stations maintained by ZAMG,

has already found apphtion in several studies (Duethmann and Bldschl, 2018; Schroeer and
Kirchengast, 2018) and is operationally kepttoflate at ZAMG (Enigl et al., 2019).

REANALYSBATAG JRAS5

TheJRAS5 reanalysis dataset (Kogashi et al., 2015) spans the time perfooim 1958 onwards up

to the present. It represents long time period that uses the full observation system from local
station data up to remote satellite information. Compared to other products;J&Ri& the first re-
analysis that employs 4DVar for dassimilation. It also incorporates a new variational bias correc-
tion for satellite data. Other improvements encompass a reduced bias of the stratospheric temper-
ature as well as the consistency of the temperature analysis
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The same variables that are needed from the GCM data are also needed for the reanalysis data for
the downscaling process and the GCM evaluation: geopotemiightat 500 hPaZg500), air tem-
perature at 500 hPa (ta500), specific humidity at 500 hPa (l))skfd sea level air pressure.

3. METHODOLOGY

Global datasets from GCMs may feature regional differences. Since a correct simulation of the rele-
vant influences for Central Europe is essential for downscaling global data tmaaksggale, GCMs

are examined according to their corresponding skill. Two specifications are employed for this en-
deavour:

1 PCbased NAO index (Hurrel and Deser, 2009);
1 CentralEuropearZonatindex (CEZI, Jacobeit et al., 2003).

Since the usual NAO (North Atlantic Oscillation) index is calculated from the air pressure difference
between two stations, the PGased NAO (Principal Compondratised) index is particularly useful

due to its applicability to model data. The calculatioa @i Principal Component Analysis (PCA),
however, does not only allow the comparison of the indices but also the comparison of the spatial
patterns (first EOF) between model and observed data (GCM and reanalysis). For the determination
of the PGbhased NAOndex, we use anomalies of air pressure at sea level on a daily basis between
20°80°N and 90°WIO°E (Hurrel and Deser, 2009). Subdivided by seasons, they serve as input for
the EOF analysis. The same procedure is applied to théQRfanalysis dataset,hich is subse-
guently utilized for a comparison to the GCM data. The first EOF (spatial pattern), as well as the
Principal Components (PCs, time series of the expression of the spatial pattern, which represents
the NAO index) are further considered for tba@lculation of various metrics. By employing the PCs,
we determine the ratio of the standard deviation of GCM and reanalysis, the ratio of the quartile
coefficient of dispersion of GCM and reanalysis, and the ratio of the explained variance of GCM and
reanalysis (GCM value in the numerator, reanalysis in the denominator). The first EOF represents
the spatial dipole of the maximum variance. Here, three aspects are examined:

a) the position of the dipole center of gravity;
b) the strength of thegradient of the dipole;
c) the angle of the dipole axis.

Considering the first aspect, the center of gravity must be determined. For this purpose, we inter-
polate the values of the first EOF to a line between the two dipole centers. The mean value of all
values of this line represents the center of gravity. Subsequently, we calculate the difference of the
location vectors of the respective centers of gravity between GCM and reanalysis. Based on this
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difference vector, the Euclidean norm is determined. Tésulting value represents the correspond-

ing metric for a). For b) the difference between the two values of the dipole center is calculated
(maximum value minus minimum value). This difference is further divided by the Euclidean norm of
the difference vectoof the two centers, thereby corresponding to the inverse gradient vector. The
direction, however, is not of particular importance, since our focus lies on its norm, i.e., the strength
of the gradient. This procedure is conducted for both GCM and reasalg$a. As a last step, the
resulting value from the GCM data is divided by that of the reanalysis. The result of this calculation
corresponds to the metric for b). Lastly, for c), the inverse gradient veatoulated from b) can be
used. Here, we forrthe angle between this vector and EaShe metric relevant for c) is the differ-
Syo0S 06SG¢4SSy GKS D/aQa |y3atS IyR GKIFIG 2F (KS

TheCentratlEuropearZonatindex(CEZI) is also determined from sea level air pressure anomalies.
For its computationwe first calculate normalized seasonal anomali&sbsequentlyfour spatial

points are considered for a mean value calculation for two latitudinal bands (A: [35°N/O°E],
[35°N/20°E], [40°N/O°E], [40°N/20°E], and B: [60°N/0°E], [60°N/20°E], [65°N/G"&},ZJ6°E} grid

points + 2.5° delta in latitudinal and longitudinal direction; see Jacobeit et al, 2003 for further de-
tails). As a last step, we subtract the resulting mean values A, B from each other, yielding the CEZI.
This procedure is conducted fortoGCM and reanalysiShe metric to be examined is the standard
deviation of GCM divided by the standard deviation of reanalysis, seasonally grouped, and the same
for the quartile coefficient of dispersion.

Of all the metrics listed (two from the PCs,certhe explained variance, three from the first EOF,
and two from the CEZI), two and four times the standard deviation are calculated for all GCM models
under investigation i.e. over the full GCM ensemble. This is done for all seasons and for the-model
based mean across seasons. In the case of the EOF metric (aidedevalue mapping), we com-

pare the metrics for each model and season to four times the standard deviation. For all other met-
rics, we compare to two times the standard deviation (t8ided \alue mapping). If any of the values

in any of the seasons is outside those threshpttien that model is assigned an "insufficient skill"
predicate.

In order to downscale largecale GCMs, the analog method is applied. It is a model theg¢septs

a sacalled "perfect prognosis" approach. For its calibration, we couple predictors on thedeaige

to those on the locascale by using the observation dataset SPARTACUS (Hiebl and Frei, 2016). The
calibrated model is subsequently applied tetlargescale predictors of the GCMs (zg500, ta500,
hus500). The application of the analogue method happens on a daily basis, with a moving window
around the current investigated day, running through the whole year. For each of those subsets, a
principal omponent analysis is conducted. We compute the Euclidean norm of the principal com-
ponents between GCMs and tH®AS5 reanalysis dataseis a measure to identify suitable analogs.

For the integration of a stochastic element, the analogue of a given danpd®mly chosen out of

the 10 best analogues. A general description of the analog method can be found in Zorita and von
Storch (1999); the buiin random component is described in Beersma and Buishand (2003).

The parameters of the analogue method appro@an be described as follows:

1 Grid weighting for EOF analysis: cosine latitude weights;
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1 Explained variance of EOF analysis: > 90%;
1 Window width: 30 days;
9 Predictors:

o For precipitation totals: specific humidity 500 hPa, temperature 500 hPa, geopoten-
tial height 500 hPa

By means of the GCM CanESh&oricatrlilplfl, we illustrate the explained variance and the
number of EOFs required to downscale temperature and pittipn per day of year ifrigure 4,

left panel and right panel respectively

The maximum number of EOFs needed to be taken into account is much higher in summer, which
can be explained by the more structured spatial expressions in the form of convediivieyaThus,

more EOFs are necessary to capture the variance in the underlying fields and to reach the explained
variance threshold of 90%. This behaviour can be seen for both cases, temperature as well as pre-
cipitation, but due to the nature of precigtion fields being much more pronounced than the com-
parably smooth temperature fields, the number of EOFs needed for precipitation is generally higher.
Especially the seasonal pattern is more distinct for the case of precipitation, which is more affected
by convective activity. While the difference in the number of EOFs for temperature is only 20% (from
10 to 12) from minimum to maximum, it is over 100% for precipitation (from 18 to 38). This reflects
the more difficult mapping of the model for the precigiion field, which inherently features more
complex patterns than the temperature field due to its remooth nature and nosstationarity.

Total number of EOFs (top) and explained variance per EOF (bottom) and day of year Total number of EOFs (top) and explained variance per EOF (bottom) and day of year
Multivariate EOF: ta850, zg850; CMIP&/CanESM5/historical/r1ilplfl Multivariate EOF: zg500, ta500, hus500; CMIP6/CanESM5/historical/rlilplfl
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Fig 4 NumIEJer of EOFs (top) and associated explained variance (bottom) for multivariate EOF of temperdaliare pre
tors (left) and precipitation predictors (right).

For the historical time period of 1982010, we make use of the following verification measures:
Regarding both temperature and minimum temperature, the absolute bias
Owi € ka0 w S

and in case of precipitation the relative bias
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of annual means are employed; |.| indicates the mean over time.

In general, there are two focal points for future hazard development: Frequency and intensity. Both
aspects share equal importance for risk reduction, as e.g., in the case of flooding. Successive hazard
events of mediumntensity (i.e. higher frequency) can be just as devastating as one hazand

with higher intensity. Furthermore, there are more faceted aspects to be considered, as higher in-
tensity can simply be exhibited as higher values per fixed spatial extegérlaffected areas, or

both.

The use of Hazard Trigger Patterns (HTPs; for details refer to D2.1) for the evaluation of potential
hazard development is a twstep process:

The first step consists of defining the current climate state. ThereforeabeR @& LJ2 G Sy G A I f
need to be determined in the past period. Potential events are events, that potentially could have
caused damages due to the precedent weather evolution, but eventually did not.

HTPs originate from an PCA analysis of adimzensionamatrix containing precipitation evolutions

prior event occurrences (n rows for n events and precipitation values over 8 days in the precedent
$SS10 FYR NBLINBaSyld GKS SAISy@SOl2NER 2F GKAaA
FSNNBR VUCA W&t GAaNALI2 y Sy i a ot/ avéd aStiK2R2t 2340l
projecting meteorological data into the EOF space, generatingped Pseudo Principal Compo-
nents (PPCs). Subsequently, we compare the PPCs to the PCs from the obséati@orapoten-

tial event is registered if the corresponding PPCs are within a certain Euclidean distance to the PCs.
We determine the value of this distance by conducting a leav@out crossvalidation procedure

to evaluate the average distance betwettre PCs of the observations. This is done by iterating over

all observations and computing the EOF analysis for all but one observation in each iteration. PPCs
are then calculated for the omitted observation and the Euclidean distance to all PCs is cdmpute

In each iteration step, we store the minimum of these distances. Finally, all iterations are averaged
and the resulting value represents the threshold below which PPCs are counted as a potential event.
The second step comprises the application of th@egrocedure as in step one to climate projec-
tions and the computation of hazard development corridors (HDCs). For a timeseries of the corre-
sponding predictors of a grid point (or analogous to the HTP calculation: mean value over the re-
spective grid poinand the four adjacent grid points), a matrix is created that contains each possible
8-day sequence of this timeseries. This guarantees that all possible potential events can actually be
found. This matrix is then transformed into the EOF space, gene@B@s for each of thesed@y
sequences. By using the threshold value identified in step one, we can then determine for each of
these sequences whether these represent a potential event. 20 random grid points per region are
used to calculate the projectionsvhich are shown in Figure 5.

The HDCs map the change in hazard potential by calculating potential events for both historical and
future periods. The potential events for future periods are then normalized using the mean and
standard deviation of the pot&ial events derived in the historical period, thereby creating the so
called, hazard risk index. This index indicates the change in the hazard potential and thus represents

10
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a quantity that can be used for risk assessment. The content of this index, hgwefess purely to
the frequency of the underlying phenomenon and does not describe its amplitude which may be
qualitatively estimated by means of the climate indicators for the corresponding damage categories.

Some climate indicators are alsalculated as areaverages over the region of interest, in order to
assess the potential development of intensity for hazardous damage event. Thereby, RR20mm,
Rx5day and Rx1day are used. RR20mm depicts the number of days per year in which daily precipi-
tation totals surpassed 20 mm. Rx5day is the annualized maximal precipitation sum for 5 consecu-
tive days and Rx1day is similarly the annualized maximal precipitation sum for 1 day. Those indica-
tors are calculated for the historical period as well as the ®ifoeriod.

Fig 5 The 20 randomized grid poits per region that were selected for the calculation of projections for hazard devel-
opment corridors. Yellow coloured markers reside in the region ST, green coloured in ET_C.

QUALTOONTROLOBOMS

QUALITYDONTROL ABAMIS

Out of the 136 GCMs we tested, 56 remain8dme models of these, however, do not have the
necessary number of variables required for further processing. This circumstance lowers the num-
ber of corresponding models to 32. The proportionfitiEred models grouped by the underlying
driving GCM is depicted in Figure 6 and the final list of GCMs is shown in Table 1.

11
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ACCESS-CM2  0/1
TaiESM1  0/1
BCC-CSM2-MR 071
KACE-1-0-G s 1/3
MRI-ESM2-0 I 4/5
HadGEM3-GC31-LL  0/1
INM-CM4-8 071
INM-CM5-0 I 2/6
HadGEM3-GC31-MM I 2/3
ITM-ESM  0/1
CanESM5 I 14729
CNRM-ESM2-1 I 2/3
CNRM-CM6-1 e 2/6
UKESM1-0-LL e 8/13
NESM3 I 172
EC-Earth3 I 3/7
MPI-ESM1-2-HR e 5710
MPI-ESM-1-2-HAM e 172
MIROC-ES2L  0/3
MPI-ESM1-2-LR I 3/10
FGOALS-g3  0/1
NorESM2-MM I 1/3
NorESM2-LM . 2/3
MIROC6  0/3
IPSL-CM6A-LR s 4/13

0.0 0.2 0.4 0.6 0.8 1.0
portion of filtered runs

Fig 6. Proportion of models remaining after the applied GCM evaluation, grouped by the underlying driving GCM.

model

Table 1:Quality controlled GCMs, n=32.

Model Member Model Member Model Member
CanESM5 rli1p1f1 HadGEM3-GC31-MM r3i1p1f3 MPI-ESM1-2-HR r2i1p1f1
CanESM5 r2i1p1f1 INM-CM5-0 r3i1p1f1 MPI-ESM1-2-HR r3i1p1f1
CanESM5 r2 i1p2f1 INM-CM5-0 r4i1p1f1 MPI-ESM1-2-HR r6i1p1f1
CanESM5 r5i1p2f1 IPSL-CMBA-LR r3i1p1f1 MPI-ESM1-2-HR r10i1p1f1
CanESM5 r9i1p1f1 IPSL-CMBA-LR r4i1p1f1 MRI-ESM2-0 r1i1p1f1
CanESM5 r9i1p2f1 IPSL-CMBA-LR r11i1p1f1 MRI-ESM2-0 r3i1p1f1
CanESM5 r10i1p1f1 IPSL-CMBA-LR r14i1p1f1 MRI-ESM2-0 r4i1p1f1
CanESM5 r10i1p2f1 KACE-1-0-G ri1p1f1 MRI-ESM2-0 r5i1p1f1
CNRM-CM6-1 r1i1p1f2 KACE-1-0-G r3i1p1f1 NorESM2-LM r1i1p1f1
CNRM-CM6-1 r6i1p1f2 MPI-ESM-1-2-HAM r1i1p1f1 NorESM2-LM r2i1p1f1
HadGEM3-GC31-MM r1i1p1f3 MPI-ESM1-2-HR r1i1p1f1

DOWNSCALING

For comparison between the models, the biases for minimum temperature and precipitation are
depicted in Figures @nd 8 respectively Considering the results for minimum temperature, the
majority of models follow a similar pattern and feature a weak warm bias. The tweQMBIO
models, the HadGEMGC3iMM/rlilplf3 and the MPESM12-HR/rlilplfl stand out with pos-
sessing no bias poimty in either direction. The broad scatter indicate the presence of individual
outliers in each modeMWhat is striking here is the clearly stronger expression of the warm bias.
Figure8 illustrates the precipitation bias amongst the models considerets tharacterized by a
relatively homogeneous behavior across all models wiimall bias towards lower annual precipi-
tation amounts than the observation exception constitutes KAQE-G/r3ilplfl as it stands out
with no dominant direction of bias. Tlwverall spread, however, is more pronounced for this model.

12
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While the lower whisker is similar to other models, it represents the only model exhibiting an over-
estimation of precipitation of well over 20%. It is essential to include the biases in reguaiaa-
tions for making adequate estimations. For further details see the clim_ect reéport

Fig. 7 Absolute bias of minimum temperature on an annual basis. Time period 2881 Box plots over the whole of
Austria.

Fig. 8 Relative bias gfrecipitation on an annual basis. Time period 1:2810. Box plots over the whole of Austria

From the 32 qualiticontrolled GCMs (Table 1), a total of 114 runs are available across the five main
experiments (historical, SSP126, SSP245, SSP370, SSits@b)efresent the entire qualighec-

ked ensemble. Divided among the experiments, the distribution features 19 runs forREIF2L6

and SSRRCP8.5, 20 runs for SSR2P4.5, and 25 for SSRBP7.0. As already outlined, for further
analysis the two scenars SSRRCP2.6 and SSREP7.0 are used, which cover the plausible range
of possible future development.

13






























